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Presentation Outline 

• The Data Set and Challenges 

 

• Method 1– Auto-Associative Neural Network Models 

 

• Method 2 – A Set of Random Forest Models 

 

• Data Analysis Method Results 

o Auto-Associative Neural Network Method 

o Random Forest Method 

 

• Discussion of Results 

 

• Lessons Learned and Conclusions 
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The Diagnosis Problem and its Unique Challenges 

Use methods that can handle both  

discrete and continuous data 

Use individual regression models  

instead of classification methods 

Approach to the problem  

had to be purely data-driven 

A mixture of discrete and  

continuous variables 

Unbalanced number of  

samples for each problem type 

Limited domain knowledge  

of the system 

Algorithms should be  

computational efficient 

Large number of data  

samples to process 
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Example of Unbalance Data Samples for each Problem ID 

• For some cases, one had many examples to learn from, while some problems, there 
was just 1, 2 or 3 cases to learn from. 

 

• This would present a challenge for classification methods, so the alternative 
approach was to build individual regression or correlation models for each Problem 
ID and see which model matches the current case the best. 
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# Problem ID Cases in Training Data Set 

1 159 19 

2 898 4 

3 1737 2 

4 2584 53 

5 2651 13 

6 3600 17 

7 6559 3 

8 7547 6 

9 7695 17 

10 7940 1 

11 9766 14 

12 9965 2 

13 9975 13 



Method 1 - Auto-Associative Neural Network (Flow Chart)  

• An auto-associative neural 
network model (AANN) was 
trained for each Problem ID. 

 

• The AANN models are more 
suited for continuous 
parameters, so this required 
only including those types of 
parameters. 

 

• An AANN model is a type of 
non-linear PCA model and is 
effectively modeling the 
correlation in the input 
parameters [1,2]. 

 

• For a given case, the AANN 
model that has the lowest 
residual error, would also 
correspond to the Problem ID 
that appears to match the 
particular case the best. 
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Select Non-Discrete 
Parameters

Select Training Data 
from Each Problem ID

Train Auto-Associative 
Neural Network 

(13 Models)

Save  AANN Models 

Select Non-Discrete 
Parameters

For each case,  Pull 
out the data samples

Calculate Predicted 
Sensor values using 

the   13 AANN Models

Calculate 13 SSE 
values, one for each 

Model

Select Model with 
Minimum SSE 

Determine 
Corresponding 

Problem ID



More Specifics on AANN Processing Method for Problem ID 

Diagnosis 
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 Assumption was that 30% of the number of 

samples (L) should be unique to be 

considered a continuous parameter 

(reduced parameter set from 30 to 16). 
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 AANN structure had 16 inputs, 8 mapping 

nodes, 3 bottleneck nodes, 8 de-mapping 

nodes, and 16 outputs (3 hidden layers). 
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 For each mode and parameter, 

compare the actual and predicted 

response. 

 For each model, calculate the sum of 

residual square error. 

 Find the model with the lowest error and that model 

would correspond to a particular Problem ID. 



Method 2 – A set of Random Forest Models (Flow Chart)  

• It was suggested that the event 
code information was very 
important for determining the 
Problem ID. 

 

• The approach was then to use 
regression models to relate the 
input parameters to the event 
code (output variable). 

 

• Random forest (RF) was used 
since it is one of the most 
accurate supervised algorithms 
and is suitable for discrete and 
continuous parameters, and is 
computational efficient [3]. 

 

• For a given case, the RF model 
that has the best accuracy for 
predicting the event codes would 
be used to infer which Problem 
ID is occurring. 
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More Specifics on RF Method for Problem ID Diagnosis 
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 One postulate is that the sequence of the event codes were important, and the 

previous event code values were include in the RF model for this second approach. 

 The first approach considered the Event Code (EC) to 

be a function of the 30 input parameters. 

 The calculated accuracy (CA) of each RF model 

for a given case is based on how well the actual 

and predicted event code match. 

• For training each RF model, 200 trees were used, mtry value was set to the 

default value of 1/3 for regression, and a minimum node sample size of 5 was 

used for deciding on whether to further split a node. 



Example AANN Processing Results (Problem ID 159) 

• The residual square error results for this case (shown for 4 different AANN models) show that the 
error appears to be the smallest for the model based on data from Problem ID 159. 

 

• The bar chart summarizes the SSE value for each model, in which the AANN model for Problem ID 
159 had the lowest error and would be the suggested diagnosis (correct for this case). 

 

• Problem ID 2584 is providing the next lowest error, which suggests that Problem ID 159 and 2584 
might have similar correlation structure.   
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AANN Method - Diagnosis Results (Using Half of Training Data 

Set for Testing) 

• AANN method 
provided only modest 
results (classification 
accuracy of just 28%). 

 

• However, it did seem to 
diagnosis Problem ID 
159 reasonably well 
(54.5% accuracy).  

 

• These results implies 
that looking at just the 
input correlation 
structure is not 
enough for accurate 
Problem ID diagnosis.  
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Example RF Processing Results (Problem ID 2651) 

• In this example, the RF model based on Problem ID 2651 provides the best 
prediction of the event codes, and thus the diagnosis is that Problem ID 2651 is 
occurring (this was a correct result). 

 

• The bar graph shows that of the 13 models, it is clear result on which model 
matches this particular case the best (ID-2651). 
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Another Example RF Processing Results (Problem ID 7695) 

• In this example, the problem identification is not as obvious, but the model 
based on Problem ID 7695 data is matching the current case the best. 

 

• The bar graphs shows that most of the other models have a modest accuracy, 
while Problem ID 7695 has an accuracy of over 90% (diagnosis result was 
correct). 
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RF Method- Diagnosis Results (Using Half of Training Data Set 

for Testing) 

• Confusion matrix shows 
that the overall 
accuracy was 48.8%. 

 

• This was using the 
previous event codes as 
inputs; the model with 
just the input 
parameters had an 
accuracy of 45.1%. 

 

• The method did perform 
better than the AANN 
method, but for Problem 
ID 159, the accuracy 
was lower (just 27.3%). 
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Data Challenge Competition Results 

• The contest results agree with the results that were obtained for the 
training data set, in that the RF approach with previous event code 
values provided the best results [4]. 

 

• However, it appears that an approach based on having a regression 
model for each Problem ID did not capture all the important aspects 
for performing this diagnosis, and other approaches should be 
considered. 
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Try  Method Description Score 

1 Auto-Associative Neural Network Approach 17 

2 Random Forest Approach 30 

3 
Random Forest Approach with Event Code 

Values (5 previous values) 
35 

4 
Random Forest Approach with Event Code 

Values (10 previous values) 
34 



Areas for Improvement / Lessons Learned 
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Kernel methods and normalized  

longest common subsequence [5].  

Consider classification models  

or 13 anomaly detection models. 

Prior work in aerospace and other  

areas could have aided my work. 

Better algorithms for  

discrete type of data. 

Use different approach for this 

diagnosis problem. 

Should have researched similar  

types of diagnostic problems. 

For new applications it is important  

to have a good feel for the data. 

More visual Inspection of the 

data could have helped. 



Suggestions for Future Work 

• Development and benchmarking of techniques for anomaly 

detection and diagnosis, for data sets that have a mixture of 

discrete and continuous variables. 

 

• Refinement of random forest model, and studying the influence 

of the algorithm settings with respect to the diagnostic 

accuracy for this application. 

 

• Model fusion might also be worth considering, since the AANN 

method performed better for diagnosing one type of Problem 

ID. 
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Thank you for your attention… 
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